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Introduction 

Internet playing central role 

IEEE 802.11-based Stub Wireless Mesh Networks 

Ubiquitous wireless connectivity to the Internet 

Increasing number 
of mobile devices 

Large number of 
Access Points 

Complex 
deployment 

Limited wired 
connectivity 
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IEEE 802.11-based Stub WMN  

Advantages 
– Compliant with legacy systems 

• Infrastructure 

• STAs 

– Infrastructure extended range 

– Low cost deployment 

• Free radio frequencies 
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802.11-based Stub WMN – Major Problems 

Inefficiency 
 

CSMA/CA designed for single-hop networks 

– Unable to avoid frame collisions in multi-hop networks 
• Inter/intra-flow interference (spatial contention over multiple hops) 

• Hidden/exposed node problems worsened 

• RTS/CTS harmful 

 

 

 

 
Collisions 

(backoff) 

Retransmissions 

(more packets) 

• Low throughput 
• High packet loss ratio 
• High delay 

Severe performance degradation 
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802.11-based Stub WMN – Major Problems 

 

 

 

 

 

 

 

 

 

 

Unfairness 
 

Nodes closer to root take control of the medium → Node starvation 

 

 

 

 

Inefficient 
Access 
Control 

Shared 
Medium 

Multi-hop 
Network 
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WMN – state of the art approaches 

• Examples 

– RTS/CTS modifications & improvements  

– Clique techniques 

– Radio strategies 

– Spatial reuse / scheduling  (NP-hard optimization problem) 

• High complexity 

– Time synchronization (fixed size time slots) 

– Modifications to MAC layer 

– Higher overhead 

– Higher equipment costs 

• Restrictive 

– Solve specific problems or scenarios 

 

 Simple, single-radio, 802.11-based solution is 
needed! 
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WiFIX – Wi-Fi network Infrastructure eXtension 

• Tree-based routing solution for Stub WMN 

• Runs on top of 802.11 MAC 

• Active tree topology creation/maintenance 

• Layer-2 routing based on IEEE 802.1D bridges 

• Virtual Ethernet links between neighbours 
 
 

 

 

 

Upgraded to accommodate PACE 
• Routing technique updated to ensure a collision-free system 

• Tweaked to improve performance 
 

I I . WIFIX MESH NETWORK ARCHITECTURE

The Multi-Gateway Topology Discover and Channel
Change (MG-TDCC) protocol proposed in this paper extends
the Wi-Fi Network Infrastructure eXtension (WiFIX) archi-
tecture [1]. Based on IEEE 802.1D bridges [8] and a single-
message protocol, WiFIX is a simple and efficient solution for
Stub Wireless Mesh Networks. This kind of networks aim to
extend thecurrent wired infrastructure with a set of static Mesh
Access Points (MAPs) that perform multi-hop bidirectional
forwarding between the clients and the infrastructure, as shown
in Figure 1. Each MAP is equipped with two radios, one
devoted to the mesh network formed by all MAPs, and the
other one to serve clients.

Internet

Infrastructured 
Network

MAP

MAP

MAP

WiFIX Stub 
WMN

Infrastructure 
Extension

Master 
MAP

Fig. 1. WiFIX Reference Scenario. Each MAP is equipped with two NICs,
one for the mesh network and the other for clients.

The network self organization is achieved by the Active
Topology Creation and Maintenance (ATCM) mechanism.
ATCM automatically creates a single tree rooted at the Master
MAP, which is connected to the wired infrastructure, as
seen in Figure 1. This mechanism is supported by a single-
message protocol, where a Topology Refresh (TR) message is
periodically sent by the Master MAP and forwarded by every
Slave MAP. TR messages are sent in broadcast mode and carry
the parent address and the distance from the current node to
the root (Master MAP). The structure of the TR messages are
presented in Figure 2. Every Slave MAP periodically chose
the best parent MAP, which is the parent with the least hops
to the Master MAP, according to the Distance field of the TR
message. Thismetric, although being simple iseffective, shows
good results when compared with the radio aware routing
metrics presented in [9], which are known to have problems
with network instability [10]. The MAC address of the chosen
parent is passed in the next TR message in Parent Address
field. Therefore, TR messages play three important roles: 1)
inform the parent MAP about a new child; 2) announce the
MAP presence to other MAPs and 3) announce the Master
MAP. The encapsulation of the Ethernet frame inside the
802.11 frame is performed by Ethernet-over-802.11 (Eo11)
tunneling mechanism. Eo11 allows to store the original source
and destination addresses, freeing two MAC addresses for
forwarding the frames from MAP to MAP using the simple
learning mechanism of the 802.1D bridges.

Fig. 2. Topology Refresh (TR) Message structure. TR messages are sent by
the master MAP and forwarded by every Slave MAP.

I I I . TDCC PROTOCOL

Topology Discover and Channel Change protocol was
designed to allow multi-channel operation in WiFIX Stub
Networks. To keep only one radio interface in the mesh
network, a channel assignment protocol is needed. In [11]
there are shown 4 different types of protocols and architectures
for single-radio channel assignment in WMNs. The first one,
Dedicated Control Channel protocols, require that one channel
must be reserved for control packets, wasting 1/3 of the
available orthogonal channels in 2.4 GHz IEEE 802.11b/g/n
networks. Hopping protocols and Split-Phase protocols require
complex synchronization mechanisms that are not compatible
with the current IEEE 802.11 standard [7], [11] . In the first
case, mesh nodes hop between channels according to a pattern.
In the second case, the time is divided in cycles with a control
phase and a data phase. Receiver-fixed protocols consider the
existence of afixed quiescent channel associated to every node.
When the node wants to send data to another node, it changes
to the quiescent channel of the destination node, returning to its
quiescent channel as soon as the transmission ends. After that
the node is free to receive data from other nodes. Despite the
increased bandwidth due to broadcast transmissions, Receiver-
fixes protocols are compatible with IEEE 802.11 networks and
are easy to implement.

TDCC is a Receiver-fixed protocol that is responsible to
collect in the Master MAP the links available between all
MAPs, independently of their operating channel, without in-
troducing additional messages to the WiFIX solution. The free
space of TR messages from original WiFIX ATCM mechanism
were used to store topology data. Each TR message received is
retransmitted in each channel, which allows that nodes tuned
in other channels receive the TR message and know about
neighbors tunned in other channels. With the information about
the topology of the mesh network, the CCAA or the Network
Manager can fine-tune the operating channels of the MAPs
in the Management Tool and assign new channels to each
MAP. The protocol will process those decisions and apply the
channel changes towards the tree. In Figure 3, the reference
scenario of TDCC protocol is presented, where two different
trees can be seen, rooted at Master MAPs in different channels.

TDCC operates in two modes: Topology Discovery mode
and Channel Change mode. In the Topology Discovery mode,
the protocol collects information about the links available
between MAPs and report that information to the Master MAP.
In every TR message received, the MAC address and quiescent
channel is stored in a neighbor list. Then, each node will
append its neighbor list to the TR received by its child nodes
and send a new TR message with that information. Through
this mechanism, the Master MAP will have the knowledge
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PACE – Simple Multi-hop Scheduling Mechanism 

PACE  

802.11 MAC 
compliant 

WiFIX  based 
solution 

Asynchronous 
time division 

Master/Slave 
based 

Fair 

&  

Efficient 

Simple 

Polling based 

Collision-free 

CSMA/CA 
handles residual 

collisions 
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PACE – Major characteristics 

• Data plane collision free operation 
– Master controls multi-hop scheduling 

– Single packet travels in Stub WMN 

– Suitable for high offered loads 

• Advantages 
– Fairness between all MAPs 

• Network capacity equally divided (no spatial bias, unless enforced) 

• No starvation in MAPs far from the gateway 

– Predictable capacity 

• C = C Wi-Fi link / AvgHopCount     

– QoS easily implementable 

• Managed by the master 

• Main disadvantages 
– Exposed nodes as number of hops increases -> no spatial reuse 

– Less efficient for low offered loads 
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PACE – Implementation and Testing 

• Implemented in  

• Steps: 
1. WiFIX full implementation (with the upgrade required by PACE) 

2. PACE integration 

3. Simulation 

i. Fixed topology  

a. Chain with a gateway and 4 MAPS 

b. 7 use cases studied 

ii. Random topologies  

a. MAPs arranged in a radial topology with the gateway at the centre 

b. 1 use case studied 

4. Results gathered in multiple use cases 

i. Native CSMA/CA 

ii. PACE 
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Scenario 1 – Fixed Topology | 7 Use cases 

 

 

 

 

 

 

• One Gateway and four MAPs in a chain topology 

• Size of data frames: 2000 bytes 

• RTS/CTS disabled 

• Results are expressed as Goodput and Delay 
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Results – Case 1 | CSMA/CA only | Single flow through a chain of nodes 

Data Flow 
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Results – Case 2 | CSMA/CA only | Multiple flows through a chain of nodes 

4 Data Flows 
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Results – Cases 3 and 4 |PACE| Direct MAP polling 

• Gateway polls directly a specific MAP repeatedly 

• Polled MAPs are active: Traffic generator 

• In Case 3 the poll signal is implicit (Data) 

• In Case 4 the poll signal is explicit (Control) 

Case 3 data flow 
Case 4 data flow 
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Results – Cases 5 and 6 | PACE | Full Polling | Only one active MAP 

• Gateway polls all MAPs repeatedly 

• Only one of the MAPs is active: Traffic generator 

• In Case 5 the poll signal is implicit (Data) 

• In Case 6 the poll signal is explicit (Control) 

Case 5 data flow 

Case 6 data flow 
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Results – Case 7| PACE | Full Polling | All MAPs are active 

• Gateway polls all MAPs repeatedly with Data 

• All nodes are active : Traffic generators 

Case 7 data flow 
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Results – Brief comparison 

• Only MAP4 is active 
– CSMA/CA: 2,7 Mbps with 68 ms delay 

– PACE: at most 8.5 Mbps with 3.8 ms delay 

• All MAPs are active 
– CSMA/CA at most in MAP4:  0.260 Mbps with 993ms delay 

• Total network goodput: 1.1 Mbps 

– PACE at MAP4: 3.3 Mbps with 10.0 ms delay 

• Total network goodput : 13.2 Mbps 

 

 

 

 

 

On average PACE is about 750% better! 
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Scenario 2 – Random Topology 

 

 

 

 

 

 

 

 

 

 

• All MAPs are randomly placed on a radial arrangement 

• Random logical topology  

• Size of data frames: 2000 bytes 

• RTS/CTS disabled 

• Results are expressed as Goodput and Delay 
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Results – Case 8 | PACE | Full Polling | Random topology 
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 Almost perfect match between theoretical and simulated values 

C = C Wi-Fi link / AvgHopCount 
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Conclusions and future work 

• Routing, hidden nodes, congestion control and fairness are major 

challenges in Stub WMNs 

• PACE is a simple and efficient approach  

– Fairness and predictable Stub WMN capacity 

– Easy and fast deployment 

• Ongoing and future work 

– Temporal and spatial reuse 

– Integration with Smart Grid systems 

– Implementation in real 802.11-based testbeds 

– QoS: Load balancing, different priorities assigned to flows 
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